
Chapter 19

Advanced Topics

In Chapter 17, we showed that the initeproduct of compact spaces is com-
pact in the box, uniform, and product topologies. Arbitrary products of
compact spaces, on the other hand, are surprisingly more complicated to
handle.

19.1 Tychonoff’s Theorem
Our formulation of compactness in terms of closed sets uses the inite intersection prop-
erty (f.i.p.).¹ In this section, we will use the following notation:

a is an element ofX;

A is a subset ofX;

A is a collection of subsets ofX;

A is a family of collections of subsets ofX;

as well as a slightly altered re-formulation of that statement (see Theorem 234 (Reprise) in
Chapter 17):

aaaaaa

Theorem 234 (Reprise, Reprise)
X is compact if and only if for every family F of subsets of X satisfying the f.i.p., we
have ∩

F∈F

F ̸= ∅.

Proof: left as an exercise. ■

¹We note that the projection mappings are not closed in general.
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Our goal is to show that arbitrary products of compact spaces are compact; the following lem-
mas will bring us to the promise land.

aaaaaa

Lemma 262
For any set X and any collection F of subsets of X satisfying the f.i.p., there exists a
maximal collection G with respect to the f.i.p., that is, F ⊆ G, and G ⊊ G′ =⇒ G′

does not satisfy the f.i.p.

Proof: consider all possible collections of subsets of X satisfying the f.i.p.,
and de ine a partial order on them by strict inclusion. Then {F} is a totally ordered
family, so by the maximum principle of set theory, there is a maximal totally
ordered family A containing it. De ine

G =
∪
F′∈A

F′.

Then G satis ies the f.i.p. Indeed, if G1, . . . , Gn ∈ G, then, for each i, there exists
Fi ∈ A such thatGi ∈ Fi. But A is totally ordered, so one of the Fi, say Fk, contains
all the others. ThenG1, . . . , Gn ∈ Fk. But Fk satis ies the f.i.p., so

n∩
i=1

Gi ̸= ∅.

As F ∈ A, we have F ⊆ G.

Now, suppose G ⊆ G′, where G′ also satis ies the f.i.p. Then F ⊆ G′. Fur-
thermore, if F′ ∈ A, then F′ ⊆ G′. So G′ is comparable with every collection in A.
Thus A ∪ {G′} is totally ordered and each of its constituent collection satis ies the
f.i.p. But A was maximal with respect to the f.i.p., so G′ ∈ A, hence G′ ⊆ G and
G′ ⊆ G. ■

TheHaussdorfmaximumprinciple states that in any partially ordered set, every totally or-
dered subset is contained in amaximal totally ordered subset. This benign looking statement
is in fact equivalent to the infamous axiomof choice; as it is a a fundamental part of the proof
of Lemma 262, it is also a fundamental constituent of its descendents.

aaaaaa

Lemma 263
If F is maximal with respect to the f.i.p. and F1, . . . , Fn ∈ F, then

∩n
i=1 Fi ∈ F.

Proof: let G =
∩n

i=1 Fi and G = F ∪ {G}. Suppose G1, . . . , Gm ∈ G are all
distinct.
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aaaaaa

1. IfG is not one of theGj ’s, thenGj ∈ F for 1 ≤ j ≤ m. Then
m∩
j=1

Gj ̸= ∅,

since F satis ies the f.i.p.

2. IfG = Gm, then thenGj ∈ F for 1 ≤ j ≤ m− 1. Then
m∩
j=1

Gj =

(
m−1∩
j=1

Gj

)
∩

(
n∩

i=1

Fi

)
̸= ∅,

since F satis ies the f.i.p.

ThusG satis ies the f.i.p. By maximality of F,G = F, henceG ∈ F. ■

We will need one more lemma.

aaaaaa

Lemma 264
If F is a maximal collection with respect to the f.i.p. andA ⊆ X is such thatA∩F ̸= ∅
for any F ∈ F, then A ∈ F.

Proof: letG = {A} ∪ F. We showG satis ies the f.i.p. LetG1, . . . , Gn ∈ G.

1. IfGi ̸= A for 1 ≤ i ≤ n, then∩n
i=1Gi ̸= ∅, since F satis ies the f.i.p.

2. IfGn = A, let F =
∩n−1

i=1 Gi, whereGi ∈ F for 1 ≤ i ≤ n− 1. By Lemma 263,
F ∈ F. But by hypothesis,

n∩
i=1

Gi = A ∩ F ̸= ∅.

HenceG = F and A ∈ F. ■

We are now ready to state and prove this section’s main result.

aaaaaa

Theorem 265 (T T )
Let {Xα}α be a family of compact sets. Then

∏
αXα is compact.

Proof: we show that any collection of subsets of X =
∏

αXα satisfying the
f.i.p. has a non-trivial intersection. If A is such a collection, then let F be the
corresponding maximal collection with respect to the f.i.p., given by Lemma 262.
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aaaaaa

Then ∩
F∈F

F ⊆
∩
F∈A

F,

and it will be suf icient to show ∩
F∈F

F ̸= ∅.

For each α, let Fα = {πα(F )}F∈F. Then, since F satis ies the f.i.p.,

πα

(
n∩

i=1

Fi

)
︸ ︷︷ ︸

̸=∅

⊆
n∪

i=1

πα(Fi)

for any F1, . . . , Fn ∈ F. Hence Fα satis ies the f.i.p. ButXα is compact, so

P (α) =
∩
F∈F

πα(F ) ̸= ∅.

Let xα ∈ P (α) ⊆ Xα and set x = (xα)α. Then x ∈ X . If Uβ is a neighbourhood of
xβ inXβ , then π−1

β (Uβ) is a sub-basic open set inX , and Uβ ∩ πβ(F ) ̸= ∅ for every
F ∈ F, since xβ ∈ πβ(F ) for all F ∈ F.

Consequently, π−1
β (Uβ)∩F ̸= ∅ for all F ∈ F. Then, by Lemma 264, π−1

β (Uβ) ∈ F. If
V is a neighbourhood of x inX , then V contains a basic neighbourhood U =

∏
α Uα

around x, where Uα = Xα for all but initely many α.

But

U =
n∩

i=1

π−1
βi
(Uβi

).

By Lemma 19.1, U ∈ F. Then U ∩ F ̸= ∅ for all F ∈ F since F satis ies the f.i.p.,
so V ∩ F ̸= ∅ for all F ∈ F. But V was arbitrary, so x ∈ F for all F ∈ F and
x ∈

∩
F∈F F . HenceX is compact. ■

Note that as [0, 1] is compact, [0, 1]A is compact in the product topology. As a result, any com-
pletely regular space can be embedded in [0, 1]A for some index set A, according to the em-
bedding theorem (Theorem 259). Hence, any completely regular space is homeomorphic to
a subspace of a compact Hausdorff space, which is to say, a normal space. This opens the
door for us to continue the discussion on compacti ication.
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19.2 Stone-Čech Compacti ication
A compacti ication of a spaceX is a compact Hausdorff space Y which containsX as a sub-
space and such thatX = Y . ForX to have a compacti ication, it must be completely regular.

As Y is compact Hausdorff, it is necessarily normal, and so completely regular, and its
subspaces are also completely regular. We now show that this condition is suf icient.

aaaaaa

Theorem 266
IfX is completetly regular, thenX has a compacti ication Y .

Proof: since X is completely regular, it is possible to embed X into a space
Z = [0, 1]A. If f : X → Z is the embedding, letX0 = f(X) and take Y = X . Then
Y0 is compact, since it is closed in the compact space Z . Let X1 be a set disjoint
from X , in one-to-one correspondence with Y0 \ X0. Then, put Y = X ∪ X1. If
g : X1 → Y0 \X0 is the bijection, then de ine h : Y → Y0 by

h(x) =

{
f(x) if x ∈ X ,
g(x) if x ∈ X1.

Then h is a bijection. Topologize Y by setting

V ⊆O Y ⇐⇒ h(V ) ⊆O Y0.

This clearly makes h : Y → Y0 a homeomorphism, and so Y is compact, Hausdorff.
But the restriction of h onX is a homeomorphism ofX ontoX0, soX is a subspace
of Y andX0 = Y0 impliesX = Y . ■

The compacti ication clearly depends on the embedding f : X → Z .

aaaaaa

Examples: letX = (0, 1) in the usual topology and f : X → Z .

1. If Z = [0, 1]2 in the usual topology and f(x) = e2πix, then the resulting com-
pacti ication is the one-point compacti ication.

2. If Z = [0, 1] in the usual topology and f(x) = x, then the resulting compacti i-
cation is a two-point compacti ication.

3. IfZ = [0, 1]2 in the usual topology and f(x) = (x, sin(1/x)), then the resulting
compacti ication is given by adding the sets {0}× [−1, 1] and {(1, sin 1)} to the
topologist’s sine curve.
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Now, supposeX is a completely regular space. Let{fα}α∈A be the set of all continuousbounded
real-valued functions onX . For each α ∈ A, let

Iα =

[
inf
x∈X
{fα(x)}, sup

x∈X
{fα(x)}

]
.

Then Iα is a closed bounded interval in R, so Iα is compact and ∏α Iα is compact by Ty-
chonoff’s theorem. De ine F̂ : X →

∏
α Iα by

F̂ (x) = (fα(x))α,

and so F̂ is continuous as fα(x) is continuous for all α. SinceX is completely regular, the set
{fα}α∈A satis ies the conditions of the embedding theorem.

Consequently, X is homeomorphic to a subspace of Z =
∏

α Iα, and we obtain a compact-
i ication of X that is homeomorphic to the closure of F̂ (X) in Z . This compacti ication is
called the Stone-Čech compacti ication ofX , and is denoted β(X).²

If Y and Z are compacti ications ofX for which there exists an homeomorphism f : Y → Z ,
we say that Y and Z are equivalent if f(x) = x for all x ∈ X .

aaaaaa

Theorem 267
IfX is completely regular, then every continuous bounded real-valued function onX
can be uniquely extended to a continuous function on β(X).

Proof: let fγ be a continuous bounded real-valued function onX . Then

fγ = πγ ◦ F |X ,

where F : β(X)→
∏
Iα is the embedding given in footnote 2. De ine g on β(X) by

g(x) = πγF (x).

Then g|X = fγ ; according to a previous solved problem, the extension is unique as
β(X) = X . ■

This leads to the following useful result.

aaaaaa
Theorem 268
Suppose that g : X → Z is continuous, where Z is compact Hausdorff. Suppose Y is
a compacti ication ofX such that every continuous real-valued function onX can be
extended to Y . Then g can be extended to Y .

²Note that we have just uniquely extended the continuous function F̂ on X to a continuous function F on
β(X) = X using one of the solved problems from a previous section.
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aaaaaa

Proof: since Z is a compact Hausdorff it is normal, and so completely regular. Then
Z can be embedded into [0, 1]A for some A. Without loss of generality, we may take
Z as a subspace of [0, 1]A. Note thatZ is closed in [0, 1]A, since it is a compact subset
of [0, 1]A. Then g : X → [0, 1]A is continuous and gα = πα ◦ g : X → [0, 1] is
continuous for allα ∈ A. By hypothesis, gα can be extended to a continuous function
fα : Y → R. De ine f : Y → RA by

f(y) = (fα(y))α∈A.

As each coordinate function is continuous, f is continuous. Furthermore, f |X = g.
It remains only to show that f maps Y into Z . But

f(Y ) = f(X) ⊆ f(X) = g(X).

But g(X) ⊆ Z and Z is closed, so g(X) ⊆ Z . Consequently, f(Y ) ⊆ Z . Thus
f : Y → [0, 1]A is the desired extension. ■

In a certain sense, the Stone-Cech compacti ication is unique.

aaaaaa

Theorem 269
Suppose Y1 and Y2 are compacti ications of X satisfying the conditions of Theo-
rem 268. If every continuous function g : X → Z can be extended, Y1 and Y2 are
equivalent.

Proof: let i1 : X → Y1 be the injection of X into the compact normal space
Y1. Then, i1 can be extended to f1 : Y2 → Y1. Similarly, we can extend i2 : X → Y2
to f2 : Y1 → Y2. Then f1f2 : Y1 → Y1, and

f1f2(x) = f1i2(x) = f1(x) = i1(x) = x

for x ∈ X . Hence f1f2 extends id : X → Y1 to Y1 = X . Since idY1 is also such a
continuous extension, f1f2 = idY1 and, similarly, f2f1 = idY2 . Hence f1 and f2 are
homeomorphisms and Y1 and Y2 are equivalent.

X
i1 - Y1

Y2

f1

6

f2

?

i
2

-

■
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19.3 Solved Problems
1. Let {Xα} be a family of non-empty topological spaces. Prove that the product space is

locally compact if and only if each Xα is locally compact and all but a inite number of
theXα are compact.

Proof: letX =
∏
Xα andassume theaxiomof choiceholds. Supposex = (xα)α ∈ X .

If X is locally compact, then it is locally compact at x and there exist a compact set
C and a basic neighbourhood U such that x ∈ U ⊆ C ⊆ X . But U takes the form

U = Uα1 × · · · × Uαn ×
∏

α̸=α1,...,αn

Xα,

where Uαi is open inXαi for all 1 ≤ i ≤ n. Since U ⊆ C , then

C = Cα1 × · · · × Cαn ×
∏

α ̸=α1,...,αn

Xα,

where Uαi ⊆ Cαi . But C is compact, soXα is compact for all α ̸= αi, and so is Cαi ,
for 1 ≤ i ≤ n. Now, considerXαi for 1 ≤ i ≤ n. By construction,Cαi is compact,Uαi

is open and

xαi ∈ Uαi ⊆ Cαi ⊆ Xαi

for 1 ≤ i ≤ n. But this means that Xαi is locally compact at xαi , so Xαi is locally
compact for 1 ≤ i ≤ n.

Conversely, suppose Xαi is locally compact for 1 ≤ i ≤ n and Xα is compact for
α ̸= αi, 1 ≤ i ≤ n. Write

W =
∏

α ̸=α1,...,αn

Xα.

By Tychonoff’s theorem,W is compact, and so locally compact. Then

X = Xα1 × · · · ×Xαn ×W

is a inite product of locally compact spaces, and so is locally compact. ■

2. Show that if X is completely regular and B is a closed set with a ̸∈ B, then there is a
continuous function f : X → [0, 1] such that f(x) = 1 for all x ∈ B and f(x) = 0 in
some neighbourhood of a.

Proof: sinceX is completely regular, it is homeomorphic to a subspace of a normal
space Y (we identify X with its homeomorphic copy in Y ). Since B is closed in X ,
there exists BY closed in Y such that B = BY ∩ X . As a ∈ X , a ∈ Y \ BY . By
normality of Y , there is an open set UY in Y such that

a ∈ UY ⊆ UY ⊆ Y \BY .
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Then UY ∩ BY = ∅, and we can apply the Urysohn lemma to ind a continuous
function f : Y → [0, 1] such that f(UY ) = {0} and f(BY ) = {1}. The restriction of
a continuous function to a subspace is continuous, so the restriction

f |X : X → [0, 1]

is continuous. Put U = UY ∩X and U = UY ∩X , so that U is open and U is closed
inX and U ⊆ U . Then

f |X(B) = f(BY ∩X) = {1} and f |X(U) = f(UY ∩X) = {0},

so that f |X(U) = {0}. But by construction, a ∈ U , so f |X is the desired function. ■

3. LetX be completely regular. Show thatX is connected if and only if β(X) is connected.
Proof: ifX is connected, β(X) ≃ X is connected. Now supposeX is not connected,
and letA,B be a separation ofX . Note that

β(X) ≃ X = A ∪B = A ∪B.

Hence β(X) is disconnected if A, B is a separation of β(X). It will be suf icient to
show that A ∩ B = ∅. De ine f : X → [0, 1] by f(A) = {0} and f(B) = {1}. Then,
f is continuous. Indeed,

f−1([0, 1]) = X

f−1((a, b)) = ∅ for 0 ≤ a < b ≤ 1

f−1([0, b)) = A for 0 < b ≤ 1

f−1((a, 1]) = B for 0 ≤ a < 1,

andX ,∅,A andB are all open inX . Then f can be extended to a continuous function
f̂ : β(X)→ Y where f̂ |X = f . As f̂ is continuous,

{0} ⊆ f̂(A) ⊆ f̂(A) ⊆ f̂(A) = f(A) = {0} = {0}

and
{1} ⊆ f̂(B) ⊆ f̂(B) ⊆ f̂(B) = f(B) = {1} = {1}.

Then f̂(A) = {0} and f̂(B) = {1}. Hence A ∩ B = ∅, since otherwise there would
be a x ∈ β(X) such that f̂(x) = 0 and f̂(x) = 1, a contradiction as f̂ is a function. ■

4. Let Y be an arbitrary compacti ication of X . Show there is a continuous surjective
closed map g : β(X)→ Y such that g|X = idX .

Proof: if Y is a compacti ication of X , there is an embedding f : X → Y with
f(X) = Y . Hence, by the properties of the Stone-Cech compacti ication, and since
Y is compact Hausdorff, f can be extended continuously to g : β(X) → Y , where
g|X = f . As β(X) is compact and Y is Hausdorff, the map g is closed. Indeed, let C
be a closed subset of β(X). As β(X) is compact,C is compact, so g(C) is compact in
Y . But Y is Hausdorff, so g(C) is closed.

It remains only to show that g is surjective. To do this, we show that Y ⊆ g(β(X)).
As g is an extension of f onX , f(X) ⊆ g(β(X)). But g is closed, so g(β(X)) is closed
in Y . Thus Y = f(X) ⊆ g(β(X)) and g is surjective. ■
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19.4. EXERCISES

19.4 Exercises
1. Prepare a 2-page summary of this chapter, with important de initions and results.

2. Provide a proof for Theorem 234 (Reprise, Reprise).

3. IfX ̸= β(X), show that β(X) is not metrizable.

4. LetX be a discrete.

a) IfA ⊆ X , show that A,X \ A ⊆C β(X) are disjoint.
b) If U ⊆O β(X), show that U ⊆O β(X).
c) Is β(X) totally disconnected?
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