
Chapter 2

Sequences of Real Numbers

A large chunk of analysis concerns itself with problems of convergence. In
this chapter, we introduce sequences and limits, provide results that help
to compute such limits (when they exist), and identify situationswhen the
limit can be shown to exist without irst having to compute it.

2.1 In inity vs. Intuition
When dealing with in inity, our intuition sometimes falters, as we shall see presently.

aaaaaa

Example (Z ' P )
Achilles pursues a turtle. When he reaches her starting point, she has moved a cer-
tain distance. When he crosses that distance, she has moved yet another distance,
and so forth. Achilles is always trailing the turtle, so he cannot catch her.

What would happen in reality? □
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2.1. INFINITY VS. INTUITION

The next example puts one of the great classical results of planar geometry in doubt.

aaaaaa

Example (A -P T )
Consider a right-angle triangle with base a, height b, and hypotenuse c. We can build
staircase structures that each have the same constant length as a+ b, while increas-
ing the number of stairs (see image below).

This seems to tell us that c = a + b. But we know that c =
√
a2 + b2 according to

Pythagoras’ Theorem. Thus, we would expect to have (a+ b)2 = a2+ b2 for all right-
angle triangles, which is to say, that 2ab = 0, or, equivalently, that each right-angle
triangle has at least one side with length 0. But we know this cannot be true, as the
(3, 4, 5) right-angle triangle demonstrates. What is going on? □

Finally, we present two baf ling “results” about in inite sums.

aaaaaa

Examples (I S )
1. Let S = 1 + (−1) + 1 + (−1) + · · · . Then

S = (1 + (−1)) + (1 + (−1)) + · · · = 0 + 0 + · · · = 0

S = 1− (1 + (−1) + 1 + (−1) + · · · ) = 1 + S =⇒ S = 1/2

S = 1 + ((−1) + 1) + ((−1) + 1) + · · · = 1 + 0 + 0 + · · · = 1

Therefore 0 = 1
2
= 1. Does this make sense?

2. Let S = 1 + 2 + 4 + 8 + · · · . Then

S = 1 + 2(1 + 2 + 4 = 8 + · · · ) = 1 + 2S =⇒ S = −1.

Can a sum of positive terms yield a negative result? □
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CHAPTER 2. SEQUENCES OF REAL NUMBERS

2.2 Limit of a Sequence
In each of the examples provided in Section 2.1, the problem arises with a “...” (implicit in
Zeno’s paradox, explicit in the others): seen individually, each of the steps makes sense. But
when we stitch them all together – letting the number of steps increase without bounds – all
hell breaks loose.

There are instances where letting n → ∞ leads to convergent behaviour, others (as in
the preceding examples), where it doesn’t.¹ We start by formalizing these notions.

A sequence of real numbers is a functionX : N → R de ined byX(n) = an, where an ∈ R.
We denote the sequenceX by (an)n∈N or simply by (an).

aaaaaa

Examples

1. X : N → R, n 7→ 2n is the sequence with X(1) = 2, X(2) = 4, etc.; we may
also writeX = (xn) = (2, 4, 6, . . .).²

2. X : N → R, n 7→ 1
n
is the sequence with X(1) = 1

2
, X(2) = 1

2
, etc.; we may

also writeX = (xn) = (1, 1/2, 1/3, . . .). □

In general, we let N stand for whatever countable subset of N is required for the de inition
of the sequence to make sense. Graphically, we can display sequences as a “scatterplot”, with
the horizontal coordinate being the index n and the vertical axis the valueX(n) = xn of the
sequence at n. An example is provided below.

We can also see a sequence as an ordered set of terms an, that is, a set of indexed values.
The set of all values taken by the sequence (an) is called the range of (an) and we denote it
by {an}. Sequences and their ranges are different objects.

¹It isn’t much of a stretch to state that mathematical analysis is about coming to terms with in inity – thank-
fully, this endeavour has proven to have extremely rich consequences, as we shall see throughout these notes.
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2.2. LIMIT OF A SEQUENCE

aaaaaa

Examples

1. The terms of the sequence ( 1
n2 ) are (1, 14 , 19 , . . .), while its range is {1, 1

4
, 1
9
, . . .}.

2. The terms of the sequence (1+(−1)n

n
) are (0, 1, 0, 1

2
, 0, 1

3
, . . .), while its range is

{0, 1, 1
2
, 1
3
, . . .}. □

Certain sequences are de inedwith the help of a recurrence relation: the irst few terms are
given, and the subsequent terms are computed using the preceding terms and the relation.

aaaaaa
Example (F S )
The classic sequence (1, 1, 2, 3, 5, 8, 13, . . .) is a recurrence relation, de ined by by
x1 = 1, x2 = 1, and xn = xn−1 + xn−2 for n ≥ 3. □

We will now examine in detail a speci ic sequence,

(xn) =

(
1

2n

)
=

(
1

2
,
1

4
,
1

6
,
1

8
, . . .

)
.

As n increases, the values of xn seem to approach 0. What does this mean, mathematically?
Let ε > 0.³ Then the real number 1

2ε
is positive, i.e.,

1

2ε
> 0.

According to the Archimedean property, there exists a thresholdNε ∈ N such that

Nε >
1

2ε
.

Different values of ε lead to different thresholds: for instance, if ε = 1
100

, then any

Nε >
1

2(1/100)
= 50

would work; if ε = 1
1000

, then anyNε > 500would work, and so on.

Nomatter what value ε > 0 takes, however, if we look at indices past the threshold (i.e. when
n > Nε), we have

n > Nε >
1

2ε
=⇒ n >

1

2ε
⇐⇒ ε >

1

2n
.

For all indices n after the thresholdNε (i.e. ∀n > Nε), we have:

|xn − 0| = |xn| =
∣∣∣∣ 12n

∣∣∣∣ = 1

2n
< ε =⇒ 0− ε < xn < 0 + ε.

³In theory, ε could take on any positive value, but in practice we are interested in small values ε≪ 1.
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CHAPTER 2. SEQUENCES OF REAL NUMBERS

The interval (−ε, ε) thus contains all the terms of the sequence xn after theNεth term, which
is to say xn ∈ (−ε, ε) for all n > Nε.

Anotherwayof saying this is that the interval (−ε, ε) contains all the termsof the sequence
(xn), except maybe for a inite number of terms included in x1, . . . , xNε .

If ε = 1/100, for instance, ∃N1/100 >
1

2(1/100)
= 50 (N1/100 = 51works) such that

n > 51 =⇒ |xn − 0| = |xn| =
∣∣∣∣ 12n

∣∣∣∣ = 1

2n
<

1

2(51)
=

1

102
<

1

100
= ε.

In other words, the interval (−1/100, 1/100) contains all the terms of the sequence from
n = 52 onward.

But the threshold N1/100 = 51 does not may not necessarily work for ε values smaller than
1/100, however. If ε = 1/1000, say, then we need N1/1000 >

1
2(1/1000)

= 500 to guarantee that
all the terms after the threshold fall in the interval (−1/1000, 1/1000).

Obviously, we could ind an appropriate thresholdNε in the samemanner using any ε > 0.
This leads us to the following de inition.

A sequence (xn) of real numbers converges to a limit L ∈ R, which we denote by

xn → L or lim
n→∞

xn = L,

if
∀ε > 0, ∃Nε ∈ N such that n > Nε =⇒ |xn − L| < ε.

Thismay look complicated, but it is just the formalized statement of the example above,where
L = 0: we look for a systematic thresholdNε after which all terms of the sequence xn lie in
(L− ε, L+ ε).

In the illustration below where xn → L, we ind an acceptable thresholdNε for ε on the left,
and display the inite number of sequence terms falling outside of the interval (L− ε, L+ ε)
on the right.
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2.2. LIMIT OF A SEQUENCE

We also identify a thresholdNε0 for ε0 ≤ ε in the illustration below.

A sequence (xn)which does not converge to a limit is said to be divergent:

∀L ∈ R, ∃εL > 0, ∀N ∈ N, ∃nN > N such that |xnN
− L| ≥ εL;

in other words, no real number L can be the limit of (xn).

There is only one way for a sequence to converge – its values must eventually get closer and
closer to the limit; but there is more than one way for a sequence to diverge.

aaaaaa

Examples

1. Show that 1
n
→ 0.

Proof: let ε > 0. By the Archimedean property, ∃Nε > 1
ε
, so ε > 1

Nε
. If

n > Nε, then 1
n
< 1

Nε
and∣∣∣∣ 1n − 0

∣∣∣∣ = ∣∣∣∣ 1n
∣∣∣∣ = 1

n
<

1

Nε

< ε.

This completes the proof. ■

2. Show that n+1
n2+1

→ 0.

Proof: let ε > 0. By the Archimedean property, ∃Nε > 2
ε
, so ε > 2

Nε
. If

n > Nε, then 1
n
< 1

Nε
and∣∣∣∣ n+ 1

n2 + 1
− 0

∣∣∣∣ = n+ 1

n2 + 1
≤ 2n

n2 + 1
<

2n

n2
=

2

n
<

2

Nε

< ε.

This completes the proof. ■
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CHAPTER 2. SEQUENCES OF REAL NUMBERS

aaaaaa

3. Show that 4−2n−3n2

2n2+n
→ −3

2
.

Proof: let ε > 0. By the Archimedean property, ∃Nε > 2
ε
, so ε > 2

Nε
. If

n > Nε, then 1
n
< 1

Nε
and∣∣∣∣4− 2n− 3n2

2n2 + n
−
(
− 3

2

)∣∣∣∣ = ∣∣∣∣2(4− 2n− 3n2) + 3(2n2 + n)

2(2n2 + n)

∣∣∣∣ = |8− n|
4n2 + 2n

.

Note that 8 − n ≤ 8n if 1 ≤ n ≤ 8, and that n − 8 ≤ 8n if n ≥ 8, so that
|8− n| ≤ 8n for all n ≥ 1. Thus

|8− n|
4n2 + 2n

≤ 8n

4n2 + 2n
<

8n

4n2
=

2

n
<

2

Nε

< ε

when n > Nε, which completes the proof. ■

4. Show that (xn) = (n) is divergent.

Proof: suppose instead that (xn) converges to a ∈ R. Let ε > 0. By
de inition, ∃Nε ∈ N such that |xn − a| = |n − a| < ε whenever n > Nε =⇒
that n < a + ε for all n > Nε, =⇒ a + ε is a an upper bound for N. This
contradicts the Archimedean property, so the sequence (n)must diverge. ■

The main bene it of the formal de inition of the limit of a sequence is that it does not call on
in inity: we write n→∞, but that is a merely a notation of convenience. On the lip side, the
formal de inition has 2 major inconveniences:

1. it cannot be used to determine the limit of a convergent sequence – it can only be used
to verify that a given candidate is (or is not) a limit of a sequence;

2. it can seem arti icial to some extent, especially upon a irst encounter.

In practice, using the de inition is in fact rather simple: in order to determine a threshold
Nε that does the trick, we often backtrack from the end of the string of inequalities rather
than to proceed directly from “Let ε > 0”.

We have been careful to refer to “a” limit when the sequence converges, but we should re-
ally be talking about “the” limit in such cases.

aaaaaa Theorem 12 (U L )
A convergent sequence (xn) of real numbers has exactly one limit.
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2.2. LIMIT OF A SEQUENCE

aaaaaa

Proof: suppose that xn → x′ and xn → x′′. Let ε > 0. Then there exist 2 integers
N ′

ε, N
′′
ε ∈ N such that

|xn − x′| < εwhenever n > N ′
ε and |xn − x′′| < εwhenever n > N ′′

ε .

SetNε = max{N ′
ε, N

′′
ε }. Then whenever n > Nε, we have

0 ≤ |x′ − x′′| = |x′ − xn + xn − x′′| ≤ |xn − x′|+ |xn − x′′| < ε+ ε = 2ε.

Thus 0 ≤ |x′−x′′|
2

< ε. As ε > 0was arbitrary, |x′−x′′|
2

= 0 and x′ = x′′. ■

Sequences have other properties, which we can sometimes use to show that they converge
(or diverge). A sequence (xn) ⊆ R is bounded byM > 0 if |xn| ≤M for all n ∈ N.

aaaaaa

Theorem 13
Any convergent sequence (xn) of real numbers is bounded.

Proof: let (xn) ⊆ R converge to x ∈ R. Then for ε = 1, say, ∃N ∈ N s.t.

|xn − x| < 1 when n > N.

Thanks to the “reverse“ triangle inequality (Theorem 6.6), we also have

|xn| − |x| ≤ |xn − x| < 1 when n > N,

so that |xn| < |x|+ 1when n > N .

Finally, we set M = max{|x1|, . . . , |xN |, |x| + 1}. Then |xn| ≤ M for all n,
which means that (xn) is bounded. ■

About Proofs In general, we may prove results:

directly, as in Theorem 13;

by induction, as in Bernouilli’s inequality (Theorem 3), or

by contradiction, as in the Archimedean property (Theorem 1), and so on.

The contrapositive of P =⇒ Q is ¬Q =⇒ ¬P . They are logically equivalent, but one may
prove easier to demonstrate than the other. On the other hand, the converse of P =⇒ Q is
Q =⇒ P . There is no general link between a statement and its converse: sometimes they are
both true, sometimes they are both false, sometimes only of them is true.

aaaaaa
Example: the contrapositive of Theorem 13 is “Any unbounded sequence is diver-
gent”, which is valid since Theorem13 is true. Its converse is “Any bounded sequence
is convergent” – if we think that the converse is true, then we try to prove it; if we
think that it is false, we look for a counter-example. Which one is it? □
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CHAPTER 2. SEQUENCES OF REAL NUMBERS

2.3 Operations on Sequences and Basic Theorems
The following result removes the need to use the formal de inition... as long as we have some
“ground-level” building blocks to start with.

aaaaaa

Theorem 14 (O C S )
Let (xn), (yn) be convergent, with xn → x and yn → y. Let c ∈ R. Then

1. |xn| → |x|;

2. (xn + yn)→ (x+ y);

3. xnyn → xy and cxn → cx;

4. xn

yn
→ x

y
, if yn, y ̸= 0 for all n.

Proof: we show each part using the de inition of the limit of a sequence.

1. Let ε > 0. As xn → x, ∃N ′
ε such that |xn − x| < ε whenever n > N ′

ε. But
||xn| − |x|| ≤ |xn − x|, according to Theorem 6. Hence, for ε > 0, ∃Nε = N ′

ε

such that
||xn| − |x|| ≤ |xn − x| < ε

whenever n > Nε, i.e., |xn| → |x|.

2. Let ε > 0; then ε
2
> 0. As xn → x and yn → y, ∃Nx

ε
2
, N y

ε
2
such that

|xn − x| <
ε

2
and |yn − y| <

ε

2
(2.1)

whenever n > Nx
ε
2
and n > Ny

ε
2
, respectively. SetNε = max{Nx

ε
2
, N y

ε
2
}.

Then, whenever n > Nε, which is to say, whenever n is strictly larger
than bothNx

ε/2 andNy
ε/2 simultaneously, we have:

|(xn + yn)− (x+ y)| = |(xn − x) + (yn − y)| ≤ |xn − x|+ |yn − y|

by (2.1). <
ε

2
+
ε

2
= ε,

i.e., (xn + yn)→ (x+ y).

3. According toTheorem13, (xn) and (yn) are bounded since they are convergent
sequences. Thus ∃Mx,My ∈ N such that for all n, we have

|xn| < Mx and |yn| < My.
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aaaaaa

Let ε > 0; then ε
2Mx

, ε
2My

> 0. As xn → x, yn → y, ∃Nx
ε

2My

, N y
ε

2Mx

∈ N such that

|xn − x| <
ε

2My

and |yn − y| <
ε

2Mx

(2.2)

whenever n > Nx
ε

2My

and n > Ny
ε

2Mx

respectively. Moreover, |y| ≤ My (see
Theorem 15).

SetNε = max{Nx
ε

2Mx

, N y
ε

2My

}. Then, whenever n > Nε, we have:

|xnyn − xy| = |xnyn − xny + xny − xy| = |xn(yn − y) + y(xn − x)|
≤ |xn||yn − y|+ |y||xn − x| < Mx|yn − y|+My|xn − x|

by (2.2) < Mx ·
ε

2Mx

+My ·
ε

2My

=
ε

2
+
ε

2
= ε,

i.e., xnyn → xy. Furthermore, if the sequence (yn) is de ined by yn = c for all
n, then the preceding result yields cxn → cx, since yn = c→ c.⁴

4. It is enough to show 1/yn → 1/y under the Theorem’s assumptions; then the
result will hold by part 3. Since y ̸= 0, |y|

2
> 0. Hence, as yn → y, ∃N|y|/2 ∈ N

such that |yn − y| < |y|/2, whenever n > N|y|/2. According to Theorem 6, we
then have

|y| − |yn| < |y − yn| <
|y|
2
, and so |y|

2
< |yn| or 1

|yn|
<

2

|y|
(2.3)

whenever n > N|y|/2 – everything is well-de ined as neither yn nor y is 0 for
all n.

Let ε > 0. Then |y|2ε/2 > 0. As yn → y, ∃N|y|2ε/2 ∈ N such that

|yn − y| < |y|2
ε

2
(2.4)

whenever n > N|y|2· ε
2
. SetNε = max{N |y|

2

, N|y|2 ε
2
}. Then, whenever n > Nε,∣∣∣∣ 1yn − 1

y

∣∣∣∣ = ∣∣∣∣y − ynyny

∣∣∣∣ =
|y − yn|
|yny|

by (2.3) <
2|y − yn|
|y|2

by (2.4) <
2

|y|2
· |y|2 ε

2
= ε, i.e., 1

yn
→ 1

y
,

which completes the proof. ■
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CHAPTER 2. SEQUENCES OF REAL NUMBERS

Now that we have some basic tools toworkwith, we present two results that allow us to com-
pute limits without operating directly on a sequence.

aaaaaa

Theorem 15 (C T S )
Let (xn), (yn) be convergent sequences of real numbers with xn → x, yn → y, and
xn ≤ yn ∀n ∈ N. Then x ≤ y.

Proof: suppose that it is not the case, namely, that x > y. Then x − y > 0. Set
ε = x−y

2
> 0. Since xn → x and yn → y, ∃Nx

ε , N
y
ε ∈ N s.t.

|xn − x| < ε whenever n > Nx
ε and |yn − y| < ε whenever n > Ny

ε .

LetNε = max{Nx
ε , N

y
ε }. Then, if n > Nε, we have

yn < y + ε = y +
x− y
2

=
x+ y

2
= x− x− y

2
= x− ε < xn.

But this contradicts the assumption that xn ≤ yn for all n, and so x ≤ y. ■

Warning: the “≤“s in the statement of Theorem 15 cannot be replaced by “<“s throughout.
For instance, if (xn) = ( 1

n+1
) and (yn) = ( 1

n
), then xn < yn for all n ∈ N, but xn → x = 0,

yn → y = 0, and 0 = x ̸< y = 0.

aaaaaa

Theorem 16 (S T S )
Let (xn), (yn), (zn) ⊆ R be such that xn, zn → α and xn ≤ yn ≤ zn, ∀n ∈ N. Then
yn → α.

Proof: let ε > 0. By convergence of (xn), (zn) to α, ∃Nx
ε , N

z
ε ∈ N s.t.

|xn − α| < εwhenever n > Nx
ε and |zn − α| < εwhenever n > N z

ε .

Let Nε = max{Nx
ε , N

z
ε }. When n > Nε, α − ε < xn ≤ yn ≤ zn < α + ε, which is to

say, that |yn − α| < ε. Consequently, yn → α. ■

We can use these various results to compute a fair collection of limits.

aaaaaa

Examples

1. Compute lim
n→∞

3n+ 1

n
, if the limit exists.

Solution: note that 3n+1
n

= 3 + 1
n
. According to Theorem 14, if the

limit existswe must have

lim
n→∞

3n+ 1

n
= lim

n→∞

(
3 +

1

n

)
= lim

n→∞
3 + lim

n→∞

1

n
= 3 + 0 + 3.
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aaaaaa

Reading the string of equations backwards, we see that the original limit must
exist and be equal to 3. □

2. Compute lim
n→∞

sin(n2 + 212)

n
, if the limit exists.

Solution: we cannot use Theorem 14 since neither the numerator nor
the denominator limit exists. This does not necessarily mean that the limit of
the quotient does not exist. In order to determine if it does, we need to use
another approach.

By de inition of the sin function (which we take for granted for now),
we have−1 ≤ sinx ≤ 1, ∀x ∈ R. Thus

−1 ≤ sin(n2 + 212) ≤ 1, ∀n =⇒ − 1

n
≤ sin(n2 + 212)

n
≤ 1

n
, ∀n.

As± 1
n
→ 0, we can use the squeeze theorem to conclude that

lim
n→∞

sin(n2 + 212)

n
= 0. □

3. Compute lim
n→∞

2n− 1

n+ 7
, if the limit exists.

Solution: we cannot apply Theorem 14 directly since neither the numerator
nor the denominator limits exist. However,

2n− 1

n+ 7
=

1/n · (2n− 1)

1/n · (n+ 7)
=

2− 1/n

1 + 7/n
when n ̸= 0.

Because each of the constituent parts converge (and because the denominator
is never equal to 0, either in the limit or in the sequence), repeated applications
of Theorem 14 yield

lim
n→∞

2n− 1

n+ 7
=

lim
n→∞

(2− 1/n)

lim
n→∞

(1 + 7/n)
=

2− lim
n→∞

1/n

1 + 7 · lim
n→∞

1/n
=

2− 0

1 + 7 · 0
= 2.

This is basically a calculus argument. □

4. Let (xn) be such that |xn| → 0. Show that xn → 0.

Proof: since −|xn| ≤ xn ≤ |xn| for all n ∈ N according to Theorem 6,
and since −|xn|, |xn| → 0 by assumption, then xn → 0 according to the
squeeze theorem (note, however that if |xn| → α ̸= 0, we cannot necessarily
conclude that xn → α. Consider, for instance, the sequence (xn) = (−1)n). ■
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aaaaaa

5. Let |q| < 1. Compute lim
n→∞

qn, if the limit exists.

Solution: if q = 0, then qn = 0 → 0. If q ̸= 0, then 1
|q| > 1. Thus,

∃t > 0 such that 1
|q| = 1 + t.

From Bernoulli’s inequality, we have(
1

|q|

)n

= (1 + t)n ≥ 1 + nt, ∀n ∈ N,

so that 0 ≤ |qn| ≤ |q|n ≤ 1
1+nt

. But 1
1+nt

= 0 when n → ∞ (does this need to
be proven?); thus |qn| → 0 according to the squeeze theorem, and so qn → 0
by the previous example. □

6. Let |q| < 1. Compute lim
n→∞

nqn, if the limit exists.

Solution: the proof that nqn → 0 is left as an exercise; it is similar to
the proof of part of the previous example, but uses an extension of Bernoulli’s
inequality:

(1 + t)n ≥ 1 + nt+
n(n− 1)

2
t2, for t > 0, n ≥ 1,

which can be proven by induction. □

7. Show that n
√
n→ 1.

Solution: let ε > 0. Then 1 + ε > 1 and 0 < 1
1+ε

< 1.

Claim: n
(

1
1+ε

)n → 0when n→∞ (use previous example with q = 1
1+ε

).

Hence, ∃M1 ∈ N such that∣∣∣∣ n

(1 + ε)n
− 0

∣∣∣∣ < 1when n > M1 =⇒ 1 ≤ n < (1 + ε)n when n > M1.

SetNε =M1. Then 1−ε < 1 ≤ n1/n < 1+εwhen n > Nε. But this is precisely
the same as |n1/n − 1| < εwhen n > Nε; thus n1/n → 1. □

8. Compute lim
n→∞

n!

nn
, if the limit exists.

Solution: since

0 ≤ n!

nn
=
n · (n− 1) · · · · · 2 · 1
n · n · · · · · n · n

≤ 1

n
, ∀n ∈ N,

and 1
n
→ 0, the squeeze theorem implies n!

nn → 0. □
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9. Let a > 0. Compute lim
n→∞

a1/n, if the limit exists.

Solution: since a > 0, we have 1
a
> 0. According to the Archimedean

property, ∃Na ≥ max{a, 1
a
}. For every n ≥ Na, we then have 1

n
≤ a ≤ n.

Thus 1
n√n
≤ n
√
a ≤ n

√
n for all n ≥ Na. But n

√
n → 1 by a previous example, so

n
√
a→ 1 by the squeeze theorem. □

10. Compute lim
n→∞

n
√
3n + 5n, if the limit exists.

Solution: since

5n ≤ 3n + 5n ≤ 5n + 5n = 2 · 5n ≤ n · 5n, ∀n ≥ 2,

then
5 ≤ n
√
3n + 5n ≤ n

√
n · 5, ∀n ≥ 2.

But we have seen previously that n
√
n→ 1.

The squeeze theorem can then be applied to the above chain of inequal-
ities to conclude n

√
3n + 5n → 5. □

We can also use the de inition and theorems to demonstrate general results (that is, results
about general sequences rather than about speci ic examples).

aaaaaa

Theorem 17
Let yn → y. If yn ≥ 0 ∀n ∈ N, then√yn →

√
y.

Proof: according to Theorem 15, we must have y ≥ 0. There are 2 cases:

If y = 0, let ε > 0. Then ε2 > 0. Since yn → 0, ∃Mε2 ∈ N s.t. whenever
n > Mε2 , we must have |yn − 0| = yn < ε2. Now, setNε =Mε2 .

Then whenever n > Nε, |√yn − 0| = √yn <
√
ε2 = ε.

If y > 0, let ε > 0. Then ε√y > 0. Since yn → y, ∃Mε
√
y ∈ N s.t. whenever

n > Mε
√
y , |yn − y| < ε

√
y. Now, setNε =Mε

√
y .

Then whenever n > Nε, |√yn −√y| = |yn−y|√
yn+

√
y
≤ |yn−y|√

y
<

ε
√
y

√
y
= ε.

In both cases, we have√yn → √y. ■
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2.4 Bounded Monotone Convergence Theorem
A sequence (xn) is increasing if x1 ≤ x2 ≤ · · · xn ≤ xn+1 ≤ · · · , ∀n ∈ N; it is decreasing if
x1 ≥ x2 ≥ · · · ≥ xn ≥ xn+1 · · · , ∀n ∈ N. If (xn) is either increasing or decreasing, we say that
it ismonotone. If it is both increasing and decreasing, it is constant.⁵

Monotone sequences play an important role in the theory of convergence, assuming that
they satisfy an additional condition.

aaaaaa

Theorem 18 (B M C )
Let (xn) be an increasing sequence bounded above. Then xn → sup{xn | n ∈ N}.

Proof: since the sequence (xn) is bounded above, so it its range {xn}. By
completeness of R, x∗ = sup{xn} exists. It remains only to show xn → x∗.

Let ε > 0. By de inition, x∗ − ε is not an upper bound for {xn}. Then ∃Nε ∈ N s.t.

x∗ − ε < xNε ≤ x∗ < x∗ + ε.

But (xn) is increasing; in particular, xNε ≤ xn when n > Nε. Thus

n > Nε =⇒ x∗ − ε < xn < x∗ + ε,

so xn → x∗. ■

A similar result holds for decreasing sequences bounded below.

aaaaaa

Examples

Does the sequence (xn) = (1− 1
n
) converge? If so, what is its limit?

Solution: as 1
n
≥ 1

n+1
for all n ∈ N,

xn − 1− 1

n
≤ 1− 1

n+ 1
≤ xn+1,

and so (xn) is increasing. Furthermore, xn ≤ 1 for all n ∈ N. Then (xn) con-
verges according to the bounded monotone convergence theorem, and

lim
n→∞

xn = sup
n∈N
{xn} = sup

n∈N
{1− 1/n} = 1 + sup

n∈N
{−1/n} = 1− inf

n∈N
{1/n} = 1,

which agrees with our intuition. □

⁵When the inequalities are strict, then the sequence is strictly increasing or strictly decreasing, depend-
ing on the speci ic situation, and is thus strictly monotone.
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Let (xn) be de ined by xn =
√
2xn−1 when n ≥ 2, with x1 = 1. Does (xn)

converge? If so, to what limit?

Solution: we irst show, by induction, that (xn) is increasing.

– Base Case: x2 =
√
2 ≥ 1 = x1.

– Induction Step: Suppose xk ≥ xk−1. Then

2xk ≥ 2xk−1 =⇒
√
2xk ≥

√
2xk−1 =⇒ xk+1 ≥ xk.

Thus xn+1 ≥ xn for all n ∈ N.

Next we show, again by induction, that (xn) is bounded above by 2.

– Base Case: 1 ≤ x1 = 1 ≤ 2.
– Induction Step: Suppose 1 ≤ xk ≤ 2. Then

2 ≤ 2xk ≤ 2 · 2 = 4 =⇒ 1 ≤
√
2 ≤
√
2xk ≤

√
4 = 2 =⇒ 1 ≤ xk+1 ≤ 2.

Thus xn ≤ 2 for all n ∈ N (why did we include the lower bound 1?).

We then have, according to the bounded monotone convergence theorem,

xn → x = sup{xn | n ∈ N}.

But
x = lim

n→∞
xn = lim

n→∞
xn+1 = lim

n→∞

√
2xn =

√
2 lim
n→∞

xn =
√
2x,

whence x2 = 2x. So either x = 0 or x = 2. But xn ≥ 1 for all n ∈ N, so x ≥ 1
according to Theorem 15. Thus xn → 2. □

2.5 Bolazano-Weierstrass Theorem
The main result of this section, concerning bounded sequences and their subsequences, is a
corner stone of analysis.

Let (xn) ⊆ R be a sequence and n1 < n2 < · · · be an increasing string of positive integers.
The sequence

(xnk
)k = (xn1 , xn2 , . . .)

is a subsequence of (xn), denoted by (xnk
) ⊆ (xn). Note that nk ≥ k for all k ∈ N.
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aaaaaa

Examples

Let (xn) = ( 1
n
). Both ( 1

2k
) = (1

2
, 1
4
, . . .) and (1, 1

3
, 1
6
, 1
10
, 1
15
, 1
21
, . . .) are subse-

quences of (xn) as they sample the original sequence while preserving the or-
der in which the terms appear. But (1, 1

3
, 1
2
, 1
8
, . . .) is not a subsequence of (xn)

as 1
3
= x3 appears before 1

2
= x2.

The sequence (x3n) = (x3, x6, x9, . . .) is a subsequence of (xn) for any se-
quence (xn).

Every sequence (xn) is a (non-proper) subsequence of itself.

If (yk) = (xnk
) is a subsequence of (xn) and (zj) = (ykj) is a subsequence of

(yk), then (zj) = (xnkj
) is a subsequence of (xn). □

Convergent sequences have well-behaved subsequences, as we see below.

aaaaaa

Theorem 19 Let xn → x. If (xnk
) ⊆ (xn), then xnk

→ x as well.

Proof: Let ε > 0. Since xn → x, ∃Nε ∈ N such that |xn − x| < ε whenever
n > Nε. But (xnk

) is a subsequence of (xn), so nk ≥ k for all k ∈ N. Then
|xnk
− x| < εwhenever nk ≥ k > Nε, so xnk

→ xwhen k →∞. ■

Note that the converse of Theorem 19 is false (see Exercises).

The next result is surprising (at irst glance) and deep, and will prove quite useful.

aaaaaa

Theorem 20 (B -W )
If (xn) ⊆ R is bounded, it has (at least) one convergent subsequence.

Proof: we build a subsequence as follows: as (xn) is bounded, there is an
interval I1 = [a, b] s.t. (xn) ⊆ I1. Let n1 = 1. Then xn1 = x1 ∈ I1 and

length(I1) = b− a =
b− a
20

.

Set I ′1 = [a, a+b
2
] and I ′′1 = [a+b

2
, b],

A1 = {n ∈ N | n > n1 and xn ∈ I ′1}, B1 = {n ∈ N | n > n1 and xn ∈ I ′′1 }.

At least one of A1,B1 must be in inite as A1 ∪B1 = {n ∈ N | n > n1}:

IfA1 is in inite, set I2 = I ′1. SinceA1 is an in inite set of integers, it is not empty.
By the well-ordering axiom, A1 contains a smallest element, say n2.
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IfA1 is inite, set I2 = I ′′1 . SinceB1 is an in inite set of integers, it is not empty.
By the well-ordering axiom,B1 contains a smallest element, say n2.

Either way, there is an integer n2 > n1 such that xn2 ∈ I2, I1 ⊇ I2 and

length(I2) =
b− a
21

.

Now, suppose that Ik−1 ⊇ Ik are intervals with

length(Ik−1) =
b− a
2k−2

and length(Ik) =
b− a
2k−1

,

that ∃nk−1, nk ∈ N such that nk−1 < nk, xnj−1
∈ Ik−1, xnk

∈ Ik, and that at least one
of the corresponding setsAk−1,Bk−1 is in inite.

Write Ik = [α, β]. Set I ′k = [α, α+β
2
] and I ′′k = [α+β

2
, β],

Ak = {n ∈ N | n > nk and xn ∈ I ′k}, Bk = {n ∈ N | n > nk and xn ∈ I ′′k}.

One ofAk,Bk must be in inite asAk∪Bk = {n ∈ N | n > nk and xn ∈ Ik} is in inite.

If Ak is in inite, set Ik+1 = I ′k. Since Ak is an in inite set of integers, it is not
empty. By the well-ordering axiom, Ak contains a smallest element, say nk+1.

If Ak is inite, set Ik+1 = I ′′k . Since Bk is an in inite set of integers, it is not
empty. By the well-ordering axiom,Bk contains a smallest element, say nk+1.

Either way, there is an integer nk+1 > nk s.t. xnk+1
∈ Ik+1, Ik ⊇ Ik+1 and

length(Ik+1) =
b− a
2k

.

By induction, we have

1. I1 ⊇ I2 ⊇ · · · Ik ⊇ Ik+1 ⊇ · · · ;

2. for each k ∈ N, length(Ik) = b−a
2k−1 ;

3. for each k ∈ N, xnk
∈ Ik , and

4. n1 < n2 < · · · < nk < nk+1 < · · · .

Furthermore, b−a
2k
→ 0 (since it is a subsequence of b−a

n
→ 0). According to the

nested intervals theorem, then, ∃ξ ∈ [a, b] such that∩
k≥1

Ik = {ξ}.
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aaaaaa

It remains only to show that xnk
→ ξ.

Let ε > 0. By the Archimedean property, ∃Kε ∈ N such that 2Kε−1 > b−a
ε
,

and so
k > Kε =⇒ 2Kε−1 < 2k−1 =⇒ 0 ≤ b− a

2k−1
<
b− a
2Kε−1

< ε.

Since ξ ∈ Ik for all k ∈ N, then

k > Kε =⇒ |xnk
− ξ| ≤ b− a

2k−1
<
b− a
2Kε−1

< ε,

which is to say xnk
→ x. ■

We have mentioned that a sequence (xn)which diverges is one for which

∀L ∈ R, ∃εL > 0, ∀N ∈ N, ∃nN > N such that |xnN
− L| ≥ εL.

If (xn) does not converge to L, it is easy to construct a subsequence (xnk
)which also fails to

converge to L:

let n1 ∈ N be such that n1 ≥ 1 and |xn1 − L| ≥ εL;

let n2 ∈ N be such that n2 ≥ n1 and |xn2 − L| ≥ εL;

etc.

Note that if xn ̸→ L, some subsequences of (xn) might still converge to L: for instance,
xn = (−1)n ̸→ 1, but x2n = (−1)2n = 1→ 1.

aaaaaa

Theorem 21
Let (xn) ⊆ R be a bounded sequence such that every one of its proper converging
subsequence converges to the same x ∈ R. Then xn → x.

Proof: Let M > 0 be a bound for (xn). Then |xn| ≤ M for all n ∈ N. If (xn)
does not converge to x, then ∃(xnk

) ⊆ (xn) and an ε0 > 0 such that

|xnk
− x| ≥ ε0 for all k ∈ N.

But (xnk
) is also a bounded sequence, and so, by the Bolzano-Weierstrass theorem,

there is convergent subsequence (xnkj
) ⊆ (xnk

) ⊆ (xn).

But all subsequences of (xn) converge to x, by assumption, so xnkj
→ x. That

is to say, for ε0 > 0, ∃Nε0 ∈ N such that |xnkj
− x| < ε0 whenever kj > j > Nε0 ,

which contradicts the above property. Hence xn → x. ■
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2.6 Cauchy Sequences
One of the main challenge with the de inition of a limit is that we need to know what L is
before we can show what it is. Thankfully, we can bypass the circularity of the situation.We
say that a sequence (xn) is a Cauchy sequence if

∀ε > 0, ∃Nε ∈ N such thatm,n > Nε =⇒ |xm − xn| < ε.

Incidentally, (xn) is not a Cauchy sequence if
∃ε0 > 0, ∀N ∈ N, ∃mN , nN > N such that |xmN

− xnN
| ≥ ε0.

aaaaaa

Examples:

1. Is (xn) = ( 1
n
) a Cauchy sequence?

Solution: let ε > 0. By the Archimedean property, ∃Nε >
2
ε
. Thus

m,n > Nε =⇒
∣∣∣∣ 1m − 1

n

∣∣∣∣ ≤ 1

m
+

1

n
<

1

Nε

+
1

Nε

=
2

Nε

< ε.

Thus (xn) is Cauchy. □

2. Is (xn) = (1 + 1
2
+ · · ·+ 1

n
) a Cauchy sequence?

Solution: letm > n. Then 1
n
≥ 1

n+1
≥ · · · ≥ 1

m
and

|xm − xn| =
1

n+ 1
+ · · ·+ 1

m
≥ 1

m
+ · · ·+ 1

m︸ ︷︷ ︸
m−n terms

=
(m− n)

m
= 1− n

m
.

In particular, ifm = 2n, then |xm − xn| ≥ 1
2
for every n ∈ N, and so (xn) is not

a Cauchy sequence. □

In essence, a Cauchy sequence is a sequence for which the terms can get as close to one an-
other as one wishes, after a certain index threshold.

The next result shows that Cauchy sequences have at least one of the traits of convergent
sequences in R – we will soon see that the similarity is not pure happenstance.

aaaaaa

Theorem 22
If (xn) is a Cauchy sequence, then it is bounded.

Proof: let 1 > ε > 0. If (xn) is Cauchy, ∃Nε ∈ N such that |xm − xn| < ε
wheneverm,n > Nε. Setm∗ = Nε + 1. If n > Nε, then

|xn| = |xm∗ + (xn − xm∗)| ≤ |xm∗|+ |xn − xm∗| < |xm∗|+ ε.

SetM = max{|x1|+ 1, . . . , |xNε |+ 1, |xm∗|+ 1}. Then |xn| ≤M for all n ∈ N. ■
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We could also show that the sum of two Cauchy sequences is a Cauchy sequence, that every
bounded Cauchy sequence admits at least one convergent subsequence, and so on. In fact,
any result that applies to convergent sequences in R also applies to Cauchy sequences in R
(and vice-versa) because of the following result.

aaaaaa

Theorem 23
A sequence of real numbers is convergent if and only if it is a Cauchy sequence.

Proof: let (xn) be the sequence under consideration. Suppose that xn → x,
say. Let ε > 0. Then ε

2
> 0 and ∃Mε/2 such that

n > Mε/2 =⇒ |xn − x| <
ε

2
.

SetNε =Mε/2. When n,m > Nε, we have

|xm − xn| ≤ |xm − x+ x− xn| ≤ |xm − x|+ |x− xn| ≤
ε

2
+
ε

2
= ε,

which is to say that (xn) is Cauchy.

Now suppose that (xn) is Cauchy. According to Theorem 22, it is a bounded
sequence, and so must admit a convergent subsequence (xnk

) ⊆ (xn) by the
Bolzano-Weierstrass theorem, with xnk

→ x, say.

Let ε > 0. Since (xn) is Cauchy, ∃Mε/2 ∈ N such that

n,m > Mε/2 =⇒ |xm − xn| <
ε

2
.

Since (xnk
) converges to x, ∃N > Mε/2 such that |xN − x| < ε

2
. SetNε =Mε/2. Then

n > Nε =⇒ |xn − x| = |xn − xN + xN − x| ≤ |xn − xN |+ |xN − x| <
ε

2
+
ε

2
= ε,

and so (xn)is convergent. ■

This result can help simplify proofs and computations to a considerable extent.

aaaaaa

Examples

1. As the sequence (xn) = (1+ 1
2
+ · · ·+ 1

n
) is not a Cauchy sequence, it does not

converge.

2. Compute the limit of the sequence de ined by xn = 1
2
(xn−2+xn−1), n > 2, with

x1 = 1 and x2 = 2.
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aaaaaa

Solution: we cannot use the boundedmonotone convergence theoremas (xn)
is not monotone. However, (xn) is a Cauchy sequence. Indeed,

|xn+1 − xn| =
∣∣1
2
(xn−1 + xn)− xn

∣∣ = 1
2
|xn − xn−1| = 1

22
|xn−1 − xn−2|

= 1
23
|xn−2 − xn−3| = · · · = 1

2n−1 |x2 − x1| = 1
2n−1 .

Let ε > 0. By the Archimedean property, ∃Nε ∈ N such that 1
2Nε−2 < ε. Then,

wheneverm ≥ n > Nε,

|xm − xn| ≤ |xm − xm−1|+ · · ·+ |xn+1 − xn|

=
1

2m−2
+ · · ·+ 1

2n−1
<

1

2n−2
<

1

2Nε−2
< ε.

Being a Cauchy sequence, (xn) is convergent according to Theorem 23. Let
xn → x. From Theorem 19, we must have x2n+1 → x as well.

It is left as an induction exercise to show that

x2n+1 = 1 +
1

2
+

1

23
+ · · ·+ 1

22n−1
= 1 +

3

4

(
1− 1

4n

)
.

Then x2n+1 → 1 + 2
3
= 5

3
= x. □

Cauchy sequences illustrate the fundamental difference between R and Q. A sequence is
Cauchy if the points of the sequence ‘‘accumulate” on top of one another. We have seen that
in R, every Cauchy sequence is convergent, and vice-versa.

In Q, the converging sequences are Cauchy, but there are Cauchy sequences that do not
converge: it is possible that the points of such a sequence “accumulate” around one of the
(uncountably in initely) many holes of Q. For instance, the sequence (1, 1.4, 1.41, 1.414, . . .)
is Cauchy inQ, but does not converge inQ.

This remark leads to one of the ways of building R from Q: we take all Cauchy sequences
in Q and add whatever point the sequences “accumulates” around to R (there is more to it
than that, but that is themain idea –Wewill revisit this idea inmuchmore detail in Chapter 7).
In the example above, the Cauchy sequence would lead us to add

√
2 toQ.

2.7 Solved Problems
1. The irst few terms of a sequence (xn) are given below. Assuming that the “natural pat-

tern” indicated by these terms persists, give a formula for the nth term xn.

a) (5, 7, 9, 11, . . .);
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b)
(
1
2
,−1

4
, 1
8
,− 1

16
, . . .

)
;

c)
(
1
2
, 2
3
, 3
4
, 4
5
, . . .

)
;

d) (1, 4, 9, 16, . . .).

Solution: there is no general method (this question is a wee bit on the easy side...).
a) Odd integers≥ 5: xn = 2n+ 3 for all n ≥ 1;
b) Alternating powers of 1

2 : xn = (−1)n+1 1
2n for all n ≥ 1;

c) Fractions where the denominator is one more than the numerator: xn = n
n+1

for all n ≥ 1;
d) Perfect squares≥ 1: xn = n2 for all n ≥ 1. □

2. Use the de inition of the limit of a sequence to establish the following limits.

a) lim
n→∞

(
1

n2 + 1

)
= 0;

b) lim
n→∞

(
2n

n+ 1

)
= 2;

c) lim
n→∞

(
3n+ 1

2n+ 5

)
=

3

2
, and

d) lim
n→∞

(
n2 − 1

2n2 + 3

)
=

1

2
.

Proof:

a) Let ε > 0. By the Archimedean property, there is a positive integer Nε >
1
ε .

Then ∣∣∣∣ 1

n2 + 1
− 0

∣∣∣∣ = 1

n2 + 1
<

1

n2
≤ 1

n
<

1

Nε
< ε,

whenever n > Nε.
b) Let ε > 0. By the Archimedean property, there is a positive integer Nε >

2
ε .

Then ∣∣∣∣ 2n

n+ 1
− 2

∣∣∣∣ = ∣∣∣∣− 2

n+ 1

∣∣∣∣ = 2

n+ 1
<

2

n
<

2

Nε
< ε,

whenever n > Nε.
c) Let ε > 0. By the Archimedean property, there is a positive integerNε >

13
4 ·

1
ε .

Then∣∣∣∣3n+ 1

2n+ 5
− 3

2

∣∣∣∣ = ∣∣∣∣− 13

2(2n+ 5)

∣∣∣∣ = 13

2
· 1

2n+ 5
<

13

2
· 1

2n
=

13

4
· 1
n
<

13

4
· 1

Nε
,

which is smaller than εwhenever n > Nε.
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d) Let ε > 0. By the Archimedean property, there is a positive integerNε >
5
4 ·

1
ε .

Then∣∣∣∣ n2 − 1

2n2 + 3
− 1

2

∣∣∣∣ = ∣∣∣∣− 5

2(2n2 + 3)

∣∣∣∣ = 5

2
· 1

2n2 + 3
<

5

2
· 1

2n2
≤ 5

4
· 1
n
<

5

4
· 1

Nε
,

which is smaller than εwhenever n > Nε. ■

3. Show that

a) lim
n→∞

(
1√
n+ 7

)
= 0;

b) lim
n→∞

(
2n

n+ 2

)
= 2;

c) lim
n→∞

( √
n

n+ 1

)
= 0, and

d) lim
n→∞

(
(−1)nn
n2 + 1

)
= 0.

Proof:

a) Let ε > 0. By the Archimedean property, there is a positive integer Nε >
1
ε2

.
Then ∣∣∣∣ 1√

n+ 7
− 0

∣∣∣∣ = 1√
n+ 7

<
1√
n
<

1√
Nε

< ε,

whenever n > Nε.
b) Let ε > 0. By the Archimedean property, there is a positive integer Nε >

4
ε .

Then ∣∣∣∣ 2n

n+ 2
− 2

∣∣∣∣ = ∣∣∣∣− 4

n+ 2

∣∣∣∣ = 4

n+ 2
<

4

n
<

4

Nε
< ε,

whenever n > Nε.
c) Let ε > 0. By the Archimedean property, there is a positive integer Nε >

1
ε2

.
Then ∣∣∣∣ √nn+ 1

− 0

∣∣∣∣ = √
n

n+ 1
<

√
n

n
=

1√
n
<

1√
Nε

< ε,

whenever n > Nε.
d) Let ε > 0. By the Archimedean property, there is a positive integer Nε >

1
ε .

Then ∣∣∣∣(−1)nnn2 + 1
− 0

∣∣∣∣ = n

n2 + 1
<

n

n2
=

1

n
<

1

Nε
< ε,

whenever n > Nε. ■
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4. Show that lim
n→∞

(
1

n
− 1

n+ 1

)
= 0.

Proof: let ε > 0. By the Archimedean property, there is a positive integerNε >
1√
ε
.

Then ∣∣∣∣ 1n − 1

n+ 1
− 0

∣∣∣∣ = 1

n(1 + n)
<

1

n2
<

1

N2
ε

< ε,

whenever n > Nε. ■

5. Find the limit of the following sequences:

a) lim
n→∞

((
2 +

1

n

)2
)
;

b) lim
n→∞

(
(−1)n

n+ 2

)
;

c) lim
n→∞

(√
n− 1√
n+ 1

)
, and

d) lim
n→∞

(
n+ 1

n
√
n

)
.

Solution: we can only use the de inition if we have a candidate. Throughout, wewill
assume that it is known that 1

n → 0.
a) Note that (2+ 1

n)
2 = 4+ 2

n+
1
n2 . Then, by Theorem14 (operations on sequences

and limits),
2

n
= 2 · 1

n
→ 2 · 0 = 0 and 1

n2
=

1

n
· 1
n
→ 0 · 0 = 0,

so that 4 + 2
n + 1

n2 → 4 + 0 + 0 = 4.
b) Clearly,

−1
n+ 2

≤ (−1)n

n+ 2
≤ 1

n+ 2
, ∀n ∈ N.

Note that n+ 2 ≥ n for all n so that

0 ≤ 1

n+ 2
≤ 1

n
, ∀n ∈ N;

as a result, 1
n+2 → 0 by the squeeze theorem. Then − 1

n+2 → −0 = 0 by Theo-
rem 14, so that (−1)n

n+2 → 0 by the squeeze theorem.
c) Re-write

√
n−1√
n+1

= 1− 2√
n+1

. Note that

0 ≤ 1√
n+ 1

<
1√
n
, ∀n ∈ N.

We have seen that 1√
n
→ 0; as a result of the squeeze theorem, 1√

n+1
→ 0. Then

1− 2√
n+1
→ 1− 2 · 0 = 1, by theorem 14.
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d) Note that n ≤ n√n ≤ n2 for all n ∈ N so
1

n2
≤ 1

n
√
n
≤ 1

n
, ∀n ∈ N.

But 1
n ,

1
n2 ,

1√
n
→ 0 (see previous problems) so that 1

n
√
n
→ 0 by the squeeze

theorem. Furthermore,
n+ 1

n
√
n

=
1√
n
+

1

n
√
n
→ 0 + 0 = 0,

by Theorem 14. □

6. Let yn =
√
n+ 1−

√
n. Show that (yn) and (

√
nyn) converge.

Proof: as
0 ≤
√
n+ 1−

√
n =

1√
n+ 1 +

√
n
≤ 1√

n
, ∀n ∈ N,

and 1√
n
→ 0, then

√
n+ 1−

√
n→ 0 by the squeeze theorem.

Note that √nyn =
√
n(n+ 1) − n = 1√

1+ 1
n
+1

for all n ∈ N. Then, according to

theorem 14,

lim
n→∞

√
nyn = lim

n→∞

1√
1 + 1

n + 1
=

1

lim
n→∞

(√
1 +

1

n
+ 1

) =
1

2
,

since
√
1 + 1

n + 1 > 2 for all n ∈ N. ■

7. Let (xn) ⊆ R+ be such that x1/nn → L < 1 for all n. Show ∃r ∈ (0, 1) such that 0 < xn <
rn for all suf iciently large n ∈ N. Use this result to show that xn → 0.

Proof: since L < 1, ∃ε0 > 0 such that L < L+ ε0 < 1. Then, ∃N0 ∈ N such that

|x1/nn − L| < ε0 whenever n > N0.

Hence L− ε0 < x
1/n
n < L+ ε0 for all n > N0. Set r = L+ ε0. Then r ∈ (0, 1) and

0 < xn < rn, ∀n > N0.

Let ε > 0. rn → 0 (do you know how to show this?), ∃Nε ≥ N0 such that rn < ε
whenever n > Nε, hence

|xn − 0| = xn < rn < ε

whenever n > Nε. ■

8. Give an example of a convergent (resp. divergent) sequence (xn) of positive real num-
bers with x1/nn → 1.

Solution: the sequences (xn) = 1
n and (xn) = (n) do the trick, among others. □
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9. Let x1 = 1, xn+1 =
√
2 + xn for n ∈ N. Show that (xn) converges; ind the limit.

Proof: weshow (xn) is increasing andboundedby induction; according to thebounded
monotone convergence theorem, (xn)must then converge.

A quick computation shows that x2 =
√
3.

Initial case: Clearly, 1 ≤ x1 ≤ x2 ≤ 2.
Induction hypothesis: Suppose 1 ≤ xk ≤ xk+1 ≤ 2. Then

3 ≤ xk + 2 ≤ xk+1 + 2 ≤ 4

and so
1 ≤
√
3 ≤
√
xk + 2 ≤

√
xk+1 + 2 ≤

√
4 = 2,

i.e. 1 ≤ xk+1 ≤ xk+2 = 2.
Hence (xn) is increasing and bounded above by 2; as such xn → x for some x ∈ R.
But

x = lim
n→∞

xn = lim
n→∞

xn+1 = lim
n→∞

√
2 + xn =

√
2 + lim

n→∞
xn =

√
2 + x,

that is, x2 = 2 + x. The only solutions are x = 2 or x = −1, but x = −1 must be
rejected since 1 ≤ xn for all n.

Thus, xn → 2.

10. Let xn =
n∑

k=1

1

k2
for all n ∈ N. Show that (xn) is increasing and bounded above.

Proof: as 1
(n+1)2

> 0 for all n ∈ N, we have

xn =
1

12
+ · · ·+ 1

n2
≤ 1

12
+ · · ·+ 1

n2
+

1

(n+ 1)2
= xn+1.

Furthermore, for any k ≥ 2 ∈ N, we have 1
k2
< 1

k−1 −
1
k . Then

xn =
1

12
+

1

22
+ · · ·+ 1

n2

≤ 1 +

(
1

1
− 1

2

)
+

(
1

2
− 1

3

)
+ · · ·+

(
1

n− 1
− 1

n

)
= 1 + 1 + 0 + · · ·+ 0− 1

n
< 2

for all n ∈ N. Hence (xn) is increasing and bounded above by 2.
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11. Show that c1/n → 1 if 0 < c < 1.
Proof: let xn = c1/n for all n ∈ N. Since xn+1 = c1/(n+1) > c1/n = xn for all n ∈ N
(as c < 1), then (xn) is increasing. Furthermore, 0 < c1/n < 11/n = 1 for all n ∈ N,
so (xn) is bounded above.

Hence (xn) converges, and xn → x, for some x ∈ R. As all subsequences of a conver-
gent sequence converge to the same limit as the convergent sequence,x2n = c1/2n →
x. As such,

x = lim
n→∞

c1/2n = lim
n→∞

√
c1/n = lim

n→∞

√
xn =

√
lim
n→∞

xn =
√
x,

and so eitherx = 0 orx = 1. But asxn increases to 1, there comes a point afterwhich
all xn are “far” from 0 (you should mathematicize this statement...), so xn → 1. ■

12. Let (xn) be a bounded sequence and let sn = sup{xk : k ≥ n}. If S = inf{sn}, show
that there is a subsequence of (xn) that converges to S.

Proof: as (xn) is bounded, ∃M > 0 such that −M < xn < M for all n ∈ N. By
de inition, s1 ≥ s2 ≥ · · · and sn ≥ xk for all n ∈ N, k ≥ n.

Hence sn > −M for all n and (sn) is bounded below and decreasing, i.e. (sn) is
convergent. Furthermore, for each n ∈ N, as sn = sup{xk : k ≥ n}, ∃kn ∈ N s.t.

sn −
1

n
≤ xkn < sn

(otherwise sn is not the supremum).

The sequence (xkn) might not necessarily be a subsequence of (xn), but by delet-
ing the terms that are out of order, the resulting sequence, which wewill also denote
by (xkn) is a subsequence of (xn).

Then
0 ≤ |xkn − sn| ≤

1

n
, ∀n ∈ N.

By the squeeze theorem,

0 ≤ lim
n→∞

|xkn − sn| ≤ 0, so lim
n→∞

|xkn − sn| = 0.

But this means that
lim
n→∞

xkn = lim
n→∞

sn = S, (why?)

where the last equation comes from the theorem on bounded increasing/decreasing
sequences. ■
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13. Suppose that xn ≥ 0 for all n ∈ N and that ((−1)nxn) converges. Show that (xn) con-
verges.

Proof: Let (−1)nxn → α. Consider its subsequences(
(−1)2nx2n

)
= (x2n) and

(
(−1)2n+1x2n+1

)
= (−x2n+1) .

Then x2n → α and (−x2n+1) → α. But x2n ≥ 0 ∀n ∈ N so α ≥ 0. Similarly,
−x2n+1 ≤ 0 ∀n ∈ N so α ≤ 0. Since 0 ≤ α ≤ 0, we must then have α = 0. By
Theorem 14 (operations on limits), we have:

lim
n→∞

|(−1)nxn| = |0| = 0.

But |(−1)nxn| = xn ∀n, so xn → 0. ■

14. Show that if (xn) is unbounded, there exists a subsequence (xnk
)with 1/xnk

→ 0.
Proof: as (xn) is unbounded, ∃n1 ∈ N such that |xn1 | ≥ 1. Moreover, ∀k ≥ 2,
∃nk ∈ N such that |xnk

| ≥ k and nk+1 > nk (otherwise the sequence would be
bounded).

Let ε > 0. According to the Archimedean property, ∃Kε ∈ N such that Kε > 1
ε

and ∣∣∣∣ 1

xnk

− 0

∣∣∣∣ = 1

|xnk
|
≤ 1

k
<

1

Kε
< ε

whenever k > Kε. Thus, 1/xnk
→ 0. ■

15. If xn = (−1)n

n
, ind the convergent subsequence in the proof of the Bolzano-Weierstrass

theorem, with I1 = [−1, 1].
Proof: we irst note that (xn) is bounded by−1 and 1, so the question makes sense.
Let n1 = 1. Then xn1 = x1 = −1 and length(I1) = 2. Set I ′1 = [−1, 0] and I ′′1 = [0, 1].

We have
A1 = {n ∈ N | n > n1 and xn ∈ I ′1} = {3, 5, 7, 9, 11, . . .}

and
B1 = {n ∈ N | n > n1 and xn ∈ I ′′1 } = {2, 4, 6, 8, 10, . . .}.

Since A1 is in inite (why?), set I2 = I ′1 = [−1, 0] and n2 = minA1 = 3, so that
xn2 = −1/3. Note that n2 > n1, I2 ⊆ I1, and length(I2) = 1. Set I ′2 = [−1,−1/2]
and I ′′2 = [−1/2, 0].

We have
A2 = {n ∈ N | n > n2 and xn ∈ I ′2} = ∅

and
B2 = {n ∈ N | n > n2 and xn ∈ I ′′2 } = {5, 7, 9, 11, 13, . . .}.

SinceA2 is inite, set I3 = I ′′2 = [−1/2, 0] and n3 = minB2 = 5, so that xn3 = −1/5.
Note that n3 > n2 > n1, I3 ⊆ I2 ⊆ I1, and length(I3) = 1/2.
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For k ≥ 3, we set I ′k = [−1/2k−2,−1/2k−1] and I ′′k = [−1/2k−1, 0]. Then

Ak = {n ∈ N | n > nk and xn ∈ I ′k} = ∅

and

Bk = {n ∈ N | n > nk and xn ∈ I ′′k} = {2k + 1, 2k + 3, 2k + 5, . . .}.

Ak is inite, so set Ik+1 = I ′′k = [−1/2k−1, 0]. Furthermore, nk+1 = minBk = 2k + 1
so that xnk

= −1
2k+1 .

Note thatnk+1 > nk > · · · > n2 > n1, Ik+1 ⊆ Ik ⊆ · · · ⊆ I2 ⊆ I1 and length(Ik+1) =
1/2k−2. The convergent subsequence is thus−1,−1/3,−1/5, . . .→ 0. ■

16. Show directly that a bounded increasing sequence is a Cauchy sequence.

Proof: let ε > 0. By completeness ofR, x∗ = sup{xn | n ∈ N} exists as {xn | n ∈ N}
is bounded and non-empty. In particular, ∃M ε

2
∈ N such that

x∗ − ε

2
< xM ε

2
≤ x∗.

But x∗ ≥ xn > xM ε
2
whenever n > M ε

2
.

LetNε =M ε
2
. Then

|xm − xn| = |xm − x∗ + x∗ − xn| ≤ |x∗ − xm|+ |x∗ − xn| <
ε

2
+
ε

2
= ε

wheneverm,n > Nε. ■

17. If 0 < r < 1 and |xn+1 − xn| < rn for all n ∈ N, show that (xn) is Cauchy.

Proof: let ε > 0. By the Archimedean property, ∃Nε > logr (ε(1− r)) + 1, i.e.
rNε−1 < ε. Then

|xm − xn| ≤ |xm − xm−1|+ · · ·+ |xn+1 − xn|

< rm−1 + · · ·+ rn <
rn−1

1− r
<
rNε−1

1− r
< ε

wheneverm > n > Nε.⁶ ■

18. If x1 < x2 and xn = 1
2
(xn−1 + xn−2) for all n ∈ N, show that (xn) is convergent and

compute its limit.

Proof: we start by showing that (xn) is Cauchy. Let L = x2 − x1; by induction,

|xn − xn−1| ≤
L

2n−2
.

⁶The third last inequality holds since rm−1 + · · ·+ rn is a geometric progression.
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Let ε > 0. By the Archimedean property, ∃Nε ∈ N such that L
2Nε−2 < ε. Then

|xm − xn| ≤ |xm − xm−1|+ · · ·+ |xn+1 − xn|

≤ L

2m−2
+ · · · L

2n−1
≤ L

2n−2
<

L

2Nε−2
< ε

wheneverm > n > Nε. Hence (xn) is a Cauchy sequence, and so it converges, say to
xn → x. We can show by induction (do it!) that

x2n+1 = x1 +
L

2
+
L

23
+ · · ·+ L

22n−1

for all n ∈ N. In particular,

x = lim
n→∞

x2n+1 = x1 + lim
n→∞

(
L

2
+
L

23
+ · · ·+ L

22n−1

)
= x1 +

L

2
lim
n→∞

(
1 +

1

22
+ · · ·+ 1

22n−2

)
= x1 +

L

2
lim
n→∞

(
1− (1/22)n

1− (1/22)

)
= x1 +

2

3
L =

1

3
(x1 + 2x2).

For instance, when x1 = 1 and x2 = 2, xn → 5/3. ■

19. Suppose that (an) is a bounded sequence and bn → 0. Show that anbn → 0.

Proof: since (an) is bounded, there exists some 0 ≤M <∞ so that supn |an| ≤M .
Next, we will check that anbn → 0.

Fix some ε > 0. Since bn → 0, there exists someNε so that for all n > Nε, |bn| ≤ ε
M .

Thus, for all n > Nε,

|anbn| ≤M |bn| ≤M
ε

M
= ε.

Thus, anbn → 0. ■

20. Let (an) be a sequence with no convergent subsequences. Show that |an| → ∞.

Proof: we prove this by contradiction. Assume that |an| does not diverge to in inity.
Then there exists someM <∞ such that the set {n ∈ N | |an| < M} is in inite. Let

1 ≤ m1 ≤ m2 ≤ m3 ≤ . . .

be the indices satisfying |amn | < M . Set bn = amn . Then {bn} is a bounded sequence
and so has a convergent subsequence {bkn}n according to the Bolzano-Weierstrass
theorem.

But {amkn
}n = {bkn}n is in fact a convergent subsequence of (an), contradicting

the information given in the question. We conclude that our assumption was false,
and so that |an| diverges to in inity. ■
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21. We de ine the limit inferior and the limit superior of a sequence as follows:

lim inf
n→∞

an = lim
n→∞

inf{ak | k ≥ n}

lim sup
n→∞

an = lim
n→∞

sup{ak | k ≥ n}.

Let (an) be bounded. Show that lim inf
n→∞

an and lim sup
n→∞

an exist and are in R.

Proof: de ine the sequence of setsBn = {ak | k ≥ n} and the sequence of numbers
bn = sup(Bn), so that

lim sup
n→∞

an = lim
n→∞

bn.

We note thatB1 ⊃ B2 ⊃ . . ., which implies sup(B1) ≤ sup(B2) ≤ . . ., which means
that {bn} is monotone decreasing. Furthermore, since (an) is bounded, there exists
some−∞ < M <∞ so that an ≥M for all n ∈ N.

But this M is a lower bound for (an), which means it must be a lower bound for
Bn for all n ∈ N, which means bn = sup(Bn) ≥M for all n ∈ N as well.

Thus, we have shown that {bn} is a monotone decreasing sequence that is bounded
from below. Hence, by the monotone convergence theorem, it has a limit and so

lim sup
n→∞

an = lim
n→∞

bn

exists. The proof for the lim inf statement follows a similar path. ■

22. Let (an) be unbounded. Show that lim inf
n→∞

an = −∞ or lim sup
n→∞

an =∞.

Proof: since (an) is unbounded, for all 0 < M < ∞, there exists n = n(M) satisfy-
ing |an| > M .

De ine the subsequence {bk} by setting bk = an(k), so that |bk| > k for all k ∈ N.
Since this is an in inite sequence, we have by the Pigeonhole Principle that at least
one of the two sets I+ = {k ∈ N | bk ≥ 0}, I− = {k ∈ N | bk ≤ 0} is in inite.

In the case that I+ is in inite, write the elements i1 < i2 < i3 < . . . in order and
de ine the subsequence {cℓ} of {bn} by the formula cℓ = biℓ = an(iℓ). But then for all
n, we have

sup{ak | k ≥ n} ≥ sup{an(iℓ) | ℓ ≥ n}
= sup{ck | k ≥ n} ≥ sup{k | k ≥ n} =∞.

Thus,

lim sup
n→∞

an =∞.
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The case that I− is in inite is essentially the same, with the conclusion
lim inf
n→∞

an = −∞.

This completes the proof.⁷ ■

23. Let (an), (bn) be two sequences. Show that
lim inf
n→∞

an + lim sup
n→∞

bn ≤ lim sup
n→∞

(an + bn) ≤ lim sup
n→∞

an + lim sup
n→∞

bn.

Proof: ix ε > 0. Then there exists some Nε ∈ N such that, for all m > Nε, the
following inequalities all hold:

ε

2
+ lim sup

n→∞
an ≥ am ≥ −

ε

2
+ lim inf

n→∞
an;

ε

2
+ lim sup

n→∞
bn ≥ bm ≥ −

ε

2
+ lim inf

n→∞
bn.

Adding the left-hand sided inequalities, we get:
am + bm ≤ ε+ lim sup

n→∞
an + lim sup

n→∞
bn.

We conclude with our irst desired inequality,
lim sup
n→∞

(an + bn) ≤ lim sup
n→∞

an + lim sup
n→∞

bn.

To obtain the reverse inequality, again ix ε > 0. Then there exists a sequence {kn}
so that

bkm ≥ −
ε

2
+ lim sup

n→∞
bn for allm.

Chopping off the initely-many terms in the sequence occurring before the threshold
Nε and applying the above inequalities, we have, for allm ∈ N:

akm + bkm ≥ −
ε

2
+ lim inf

n→∞
an −

ε

2
+ lim sup

n→∞
bn.

We conclude with the desired reverse inequality,
lim sup
n→∞

(an + bn) ≥ lim inf
n→∞

an + lim sup
n→∞

bn.

For the second question, consider the sequences
an = (−1)n, bn = (−1)n+1.

Thus an + bn = 0 for all n, so lim sup
n→∞

(an + bn) = 0. However,

lim sup
n→∞

an = lim sup
n→∞

bn = 1,

which completes the proof. ■
⁷As an aside, if I−, I+ are both in inite, then we have

lim sup
n→∞

an =∞, lim inf
n→∞

an = −∞,

which you can check holds for sequences such as an = (−n)n, say.
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2.8 Exercises
1. Prepare a 2-page summary of this chapter, with important de initions and results.

2. Is the converse of Theorem 13 true?

3. Let |q| < 1. Compute lim
n→∞

nqn, if the limit exists.

4. Let (xn) be a decreasing sequence, bounded below. Show that xn → inf{xn | n ∈ N}.

5. Find a divergent sequence with convergent subsequences.

6. Show directly that the sum of two Cauchy sequences is a Cauchy sequence.

7. Showdirectly that every bounded Cauchy sequence admits at least one convergent sub-
sequence.

8. Complete the induction argument that allows you to compute the limit of the sequence
de ined by xn = 1

2
(xn−2 + xn−1), n > 2, with x1 = 1 and x2 = 2.

9. Show that (xn) = 1
n
and (xn) = (n) are both positive real sequences with x1/nn → 1,

even though one converges and one diverges.

10. Complete the proof of solved problem 21 (do the lim inf case). Consider the sequence
given by the recursion an+1 =

1
2
(an + a−1

n ), with some initial condition a1 ∈ (−∞, 0) ∪
(0,∞). Find and prove the limit, if it exists.
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